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ABSTRACT

Skillful seasonal forecasting of tropical cyclone (TC; wind speed $17.5m s21) activity is challenging, even

more so when the focus is on major hurricanes (wind speed $49.4m s21), the most intense hurricanes (cat-

egory 4 and 5; wind speed$58.1m s–1), and landfalling TCs. This study shows that a 25-km-resolution global

climate model [High-Resolution Forecast-Oriented Low Ocean Resolution (FLOR) model (HiFLOR)]

developed at the Geophysical Fluid Dynamics Laboratory (GFDL) has improved skill in predicting the

frequencies of major hurricanes and category 4 and 5 hurricanes in the North Atlantic as well as landfalling

TCs over the United States and Caribbean islands a few months in advance, relative to its 50-km-resolution

predecessor climate model (FLOR). HiFLOR also shows significant skill in predicting category 4 and 5

hurricanes in the western North Pacific and eastern North Pacific, while both models show comparable skills

in predicting basin-total and landfalling TC frequency in the basins. The improved skillful forecasts of basin-

total TCs, major hurricanes, and category 4 and 5 hurricane activity in the North Atlantic by HiFLOR are

obtained mainly by improved representation of the TCs and their response to climate from the increased

horizontal resolution rather than by improvements in large-scale parameters.

1. Introduction

Tropical cyclones (TCs) are one of the most costly

natural disasters to affect coastal regions all over the

world (e.g., Pielke et al. 2008; Smith and Katz 2013). In

recent history, about 85% of the total TC damage has

been caused by major hurricanes [Saffir–Simpson cate-

gories 3, 4, and 5 (C345)], even though they make up a

very small fraction of overall TCs (e.g., Pielke et al.

2008). Furthermore, even though nonlandfalling TCs

can cause damage (e.g., to offshore energy platforms and

ships), landfalling TCs contribute substantially more to

overall TC damages than nonlandfalling TCs do. There-

fore, predicting intense hurricanes and landfalling storms

at seasonal time scales is a topic of large scientific and

socioeconomic interest (Vecchi and Villarini 2014).

Since Gray (1984a,b), there has been a large body of

literature on statistical seasonal forecasts of TC activity,

in which observed large-scale climate ahead of the TC

season has been used for predictions of TC activity [see

Camargo et al. (2007) or Murakami et al. (2016) for a

review]. On the other hand, operational dynamical

seasonal TC forecasts began at the European Centre for

Medium-Range Weather Forecasts (ECMWF) in 2001

(Vitart and Stockdale 2001) and at the International

Research Institute for Climate and Society (IRI) in 2003

(Camargo and Barnston 2009). Since then, a number of

high-resolution dynamical models, along with multi-

model ensemble techniques, have demonstrated rea-

sonably skillful forecasting of the basin-total frequency

of tropical storms and hurricanes (e.g., Vitart 2006;

Vitart et al. 2007; LaRow et al. 2008, 2010; Zhao et al.

2010; Alessandri et al. 2011; Chen and Lin 2011, 2013;

Vecchi et al. 2014; Camp et al. 2015; Manganello et al.

2016) and regional TC activity (Vecchi et al. 2014; Camp

et al. 2015; Manganello et al. 2016). Specifically, Chen
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and Lin (2011) reported a correlation coefficient of 0.96

between observed and predicted year-by-year variation

in hurricanes (i.e., storms with maximum wind speed

greater than 32.9ms21), and Vecchi et al. (2014) reported

skillful forecasting months in advance for regional basin-

wide hurricane activity across the Northern Hemisphere.

However, the prediction of C345 hurricanes and landfall

tropical storm frequency remains challenging (Camargo

et al. 2007; Vecchi and Villarini 2014; Camp et al. 2015;

Murakami et al. 2016), although there are some promising

results with high-resolution dynamical models for U.S.

landfalling frequency (Murakami et al. 2016). Therefore,

the limitations of dynamical forecasts have been allevi-

ated using empirical statistical–dynamical methods (e.g.,

Wang et al. 2009; Zhao et al. 2010;Vecchi et al. 2011, 2013,

2014; Villarini and Vecchi 2013; Murakami et al. 2016).

Given the limitations of dynamical forecasts, much of

the literature on operational dynamical predictions has

focused on basin-total frequency of tropical storms and

hurricanes as well as basin-total values of the accumu-

lated cyclone energy (ACE; Bell et al. 2000) [see Table

II in Camargo et al. (2007)]. The skill in predicting

landfalling TCs and C345 hurricanes at seasonal time

scale has not been reported in the literature so far,

although they are of paramount societal and scientific

importance (Vecchi and Villarini 2014). On the other

hand, Murakami et al. (2015, henceforth M15) provided a

preliminary assessment of the predictability of Saffir–

Simpson category 4 and 5 (C45) hurricanes in the high-

resolution global coupled climate model [High-Resolution

Forecast-Oriented Low Ocean Resolution (FLOR) model

(HiFLOR)] that was developed at the Geophysical Fluid

Dynamics Laboratory (GFDL).M15 evaluated the skill of a

couplet of seasonal forecasts initialized on 1 July 1997 and

1998. Those retrospective predictions captured the observed

sharp contrast of global TCactivity driven by the extremeEl

Niño event of 1997/98 and La Niña of 1998/99. Although

HiFLOR could predict the contrast in the C45 hurricanes

for 1997 and 1998 summer seasons because of the extreme

nature of the large-scale climate forcing from ENSO, it is

unclear whether the skill reported inM15would applymore

broadly to predictions over a larger number of years.

In this study, we conduct a suite of seasonal retro-

spective predictions initialized on 1 July, 1 April, and

1 January between 1980 and 2015 to evaluate and quan-

tify the skill of HiFLOR in predicting TC activity in the

western North Pacific (WNP), eastern North Pacific

(ENP), and North Atlantic (NAT) tropical cyclone

basins (see Fig. 3 in M15 for regional boundaries). We

especially focus on the prediction of intense hurricanes (i.e.,

C345 and C45 hurricanes) and landfalling TC frequency

over the study period in addition to the conventional

metrics of basin-total frequencies of tropical storms and

hurricanes as well as basin-total values of the ACE and

power dissipation index (PDI; Emanuel 2005, 2007). We

show for the first time that this high-resolution global

atmosphere–ocean coupled model has significant skill in

predicting the frequencies of C345 and C45 hurricanes and

the frequency of landfalling TCs along with that of basin-

total TCs a fewmonths in advance in the NAT as well as in

other ocean basins. We further show that both FLOR

and HiFLOR can exhibit marginal skill at predicting sea-

sonal U.S. landfalling TC frequency. Section 2 provides

a description of the models, seasonal forecasts, and TC

detection method along with the observed dataset. Section

3 shows the results. Finally, section 4 gives a summary.

2. Methods

a. Dynamical models, seasonal forecasts, TC
detection methods

The dynamical models used here are the Forecast-

Oriented Low Ocean Resolution version of the Geo-

physical Fluid Dynamics Laboratory Climate Model,

version 2.5 (GFDLCM2.5) (Vecchi et al. 2014), and the

high atmospheric resolution version of FLOR (M15).

The atmospheric and land components of FLOR are

based on an approximately 50-km-resolution cubed-

sphere grid, taken from GFDL CM2.5 (Delworth et al.

2012). HiFLORwas developed fromFLORby increasing

the horizontal resolution of the atmosphere/land compo-

nents to a cubed-sphere grid of approximately 25-km

resolution, keeping the subgrid physical parameteriza-

tions unchanged (M15). The ocean and ice components in

both FLOR and HiFLOR are at approximately 18 reso-
lution. HiFLOR yields better simulations of the mean

large-scale patterns of surface temperature and rainfall as

well as modes of variability such as the El Niño–Southern
Oscillation (ENSO) phenomenon and its TC tele-

connections in the WNP, ENP, and NAT than FLOR

does (M15; Zhang et al. 2016).

For each year and each month in the period 1980–2015,

12-month-duration retrospective seasonal predictions

were generated by initializing each model to observa-

tionally constrained conditions for the ocean and sea ice

components (Vecchi et al. 2014; M15; Murakami et al.

2016). The 12-member initial conditions for the ocean and

sea ice were generated with GFDL’s ensemble coupled

data assimilation system (Zhang and Rosati 2010; Chang

et al. 2013) usingGeophysical Fluid Dynamics Laboratory

Climate Model, version 2.1 (GFDL CM2.1) (Delworth

et al. 2006; Gnanadesikan et al. 2006; Wittenberg et al.

2006). For FLOR, the atmosphere and land components

were initialized from a suite of sea surface temperature

(SST)-forced atmosphere–land-only simulations (Vecchi
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et al. 2014), and in the HiFLOR predictions the atmo-

sphere and land were initialized using an arbitrary year

from a control climate simulation (M15). Therefore, the

HiFLOR forecasts are constructed so the predictability

comes entirely from the ocean and sea ice state, and we

therefore estimate that theymay serve as a lower bound

estimate on the prediction skill of these models if they

were also to include an observationally constrained

atmospheric and land initialization (Jia et al. 2016).

HiFLOR has forecasts only from July, April, and Jan-

uary at this moment, whereas FLOR has forecasts

starting from every month. Therefore, we mainly focus

on the forecasts from July, April, and January initial

conditions for the predictions of TC activity in the bo-

real summer season (i.e., July–November) for the

comparisons between FLOR and HiFLOR. Vecchi

et al. (2014) showed the prediction skill in basin-total

frequency of hurricanes in the NAT by FLOR as

compared to the other prediction systems [e.g., Vitart

et al. 2007; Klotzbach and Gray 2009; Zhao et al. 2009;

LaRow et al. 2010;Wang et al. 2009; Chen and Lin 2013;

see Fig. 9 in Vecchi et al. (2014)], highlighting compa-

rable or higher prediction skill in FLOR relative to the

other prediction systems. Therefore, showing the pre-

diction skill by HiFLOR relative to FLOR is useful to

indicate relative prediction skill by HiFLOR compared

to the other prediction systems, although direct com-

parisons between them are still difficult because of the

different evaluation periods and definitions of scores.

Forecasts from other initial months by FLOR will be

shown for the comparisons of prediction skill in large-

scale parameters among FLOR, GFDL CM2.1, and

HiFLOR.We define forecasts from July (January) initial

conditions as lead-month-0 (L0) [lead month 6 (L6)]

forecasts. Because the northern Indian Ocean has one of

the two peaks of TC activity before July, we only focus on

prediction skill in theWNP, ENP, and NAT during July–

November.

Model-generated TCs were detected following

Harris et al. (2016) and M15. Briefly, the tracking

scheme applies the flood fill algorithm to find closed

contours of some specified negative sea level pressure

(SLP) anomaly with a warm core (temperature anom-

aly higher than 1K for FLOR and 2K for HiFLOR).

The detection scheme also requires that a TC have a

duration of at least 36 h while maintaining its warm core

in addition to a specified surface wind speed criterion

(15.75m s21 for FLOR and 17.5m s21 for HiFLOR).

The model-dependent thresholds for the warm core

and surface wind speed are necessary because TC

structure critically depends on horizontal resolution;

FLOR simulates weaker storms relative to HiFLOR/

observations (M15).

b. Observational datasets

The observed TC ‘‘best track’’ data for the period 1980–

2015 were obtained from the National Hurricane Center

‘‘best track’’ hurricane database (HURDAT2) (Landsea

and Franklin 2013) and Joint Typhoon Warning Center

(JTWC) as partially archived in the International Best

Track Archive for Climate Stewardship (IBTrACS, ver-

sion 03 release 07) (Knapp et al. 2010). Because the best

track data for 2015 were not fully available for the central

Pacific Ocean (CPO; Northern Hemisphere 1808–1408W)

at this moment, we obtained the 2015 CPO dataset from

the Unisys Corporation website (Unisys 2016). We de-

rived TCs with tropical storm intensities or stronger (i.e.,

TCs possessing 1-min sustained surfacewinds of 17.5ms21

or greater) during the period 1980–2015.

To address the differences in the forecast skill in the

NAT between FLOR and HiFLOR, we will compare the

prediction skill in the four key large-scale parameters

relative to observations. The four parameters are geo-

potential height at 500hPa over the subtropical ENPF500

(208–408N, 1308–1708W), vertical wind shear over the

tropical NATWshear (108–208N, 308–908W), SST anomaly

over the tropical NAT (SSTA; 08–208N, 108–708W), and

relative humidity at 600hPa over the tropical NATRH600

(108–258N, 108–908W). The time series of observed TC

frequency in theNAT is highly correlatedwith those of the

area mean values of the key variables in observations

(Fig. 1) and predictions [see Fig. 3 in Murakami et al.

(2016)]. Murakami et al. (2016) discussed the reason why

F500 over the subtropical ENP shows a high correlation

with TC frequency in theNAT.When the anomaly ofF500

is positive in the subtropical ENP, the geopotential height

is negative in the subtropical NAT (308–508N, 558–758W)

through a series of wave trains along the subtropical

westerly jet associated with a part of the so-called Pacific–

North American (PNA) pattern. We use the Hadley

Centre Sea Ice and Sea Surface Temperature dataset,

version 1.1 (HadISST1.1) (Rayner et al. 2003), and the

Japanese 55-year Reanalysis (JRA-55) (Kobayashi et al.

2015) for the period 1980–2015 as observed SST and at-

mospheric large-scale parameters, respectively.

c. Metrics for evaluation of forecast skill

In this study, storms are categorized into three groups

according to their lifetime maximum intensity: tropical

cyclones (or tropical storms; wind speed $17.5m s21),

hurricanes (HUR; wind speed $32.9m s21), and cate-

gory 3–5 (or major) hurricanes (wind speed$49.4ms21).

In addition, we examine the prediction skill for cate-

gory 4 and 5 hurricanes (wind speed $58.1m s21) be-

cause our previous study showed potential skill in

predicting C45 hurricanes by HiFLOR (M15). Note that
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although a hurricane is called a ‘‘typhoon’’ in the WNP,

for convenience we will refer to WNP typhoons in this

study as hurricanes.

We examined the prediction skill in interannual var-

iation of the basin-total frequencies for the four intensity

groups (i.e., TC, HUR, C345, and C45), basin-total

values of the ACE and PDI, and basin-total frequency

of landfalling TCs. Because the models have systematic

model biases in the predicted values, the predicted

values are calibrated using observed data; predicted

values for each ensemble member are scaled by the ratio

of the observed and predicted ensemble-mean values for

the period 1980–2015. We used five scores to evaluate

prediction skill for the above TC activity relative to

observed values: correlation coefficient (COR), rank

correlation coefficient (RCOR), root-mean-square

error (RMSE) or normalized root-mean-square error

(NRMSE), and mean square skill score (MSSS) (Kim

et al. 2012; Li et al. 2013). NRMSE is defined as follows:

NRMSE[

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n
�
n

i51

( f obsi 2 f
i
)2

s

sobs
5

RMSE

sobs
, (1)

where n is the total number of years, f obsi and fi are the

values from observations and predictions for the ith year,

respectively, andsobs is the observed standard deviation.

The RMSE is normalized by the observed standard

deviation because we want to compare variables in

different units. The MSSS is defined by the following

equation:

MSSS[ 12

1

n
�
n

i51

( f obsi 2 f
i
)2

1

n
�
n

i51

( f obsi 2 f obs)2
, (2)

where f obs is the observational mean value. The MSSS

is a metric that compares the skill of the model against

climatological forecasts, with high values indicating a

good predictive skill (Kim et al. 2012; Li et al. 2013).

For the computations of COR and RCOR, we first

computed the anomaly from the climatological mean for

each year and then computed correlations between the

predicted and observed anomalies. In the case of one

constant climatological mean (i.e., mean of 1980–2015),

there is no difference in the correlations from the

anomalies and those from the raw values. However,

climatological mean could be varying year by year in the

so-called cross-validation mode, in which the anomaly

for evaluating year is computed from the time-varying

climatological mean data for which the raw data are

averaged except for the evaluating year (or multiple years

including the evaluating year).We preliminarily computed

cross-validated RCORs by excluding 5-year data from the

original data to compute time-varying climatologicalmean

and compared the results with the RCORs using

the constant climatological mean. It turned out that the

FIG. 1. Correlation maps between the time series of observed TC frequency in the NAT and observed mean large-scale parameters

during July–November 1980–2015 for each 2.58 3 2.58 grid box: (a) F500, (b) Wshear (200–850 hPa), (c) SSTA, and (d) RH600. Rectangles

indicate key domains for TC frequency in the NAT.
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differences between themwere very small (about 0.02, and

0.2 at most), indicating that this cross-validationmode does

not change the correlations significantly from those

using one constant climatological mean in this study.

Therefore, we will show the results of CORs and

RCORs using one constant climatological mean of

1980–2015 rather than applying the cross-validation

mode in this study.

3. Results

a. Retrospective forecast of basin-total TC activity

We first compare the retrospective forecast skill in

basinwide seasonal TC activity between FLOR and

HiFLOR using scatterplots of RCOR, NRMSE, and

MSSS for interannual variation of seasonal mean value

between observations and FLOR versus HiFLOR

FIG. 2. Scatterplots of RCORbetweenHiFLORprediction and observations (y axis) and FLORprediction and observations (x axis) for

the (a) WNP, (b) ENP, and (c) NAT. A correlation coefficient above the diagonal lines indicates that HiFLOR shows higher correlation

than FLOR. (d)–(f) As in (a)–(c), but for NRMSE. An error below the diagonal lines indicates that HiFLOR shows smaller error than FLOR.

(g)–(i) As in (a)–(c), but forMSSS. A value ofMSSS above the diagonal lines indicates that HiFLOR shows higher skill than FLOR.Variables

evaluated are basin-total frequency of TC, HUR, C345, and C45 as well as basin-total values of ACE, PDI, the regional TC frequency for the

United States (US), Caribbean islands (CAR), and Hawaiian Islands (HI). Different colors indicate different lead months (L0, L3, and L6).

Because FLOR cannot predict C345 and C45 hurricanes, those plots for HiFLOR are located along the y axis for convenience.
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(Fig. 2). Table 1 shows the values of RCOR for more

details. Here we compare basin-total frequencies of

TCs, HURs, C345s, and C45s in addition to the basin-

total values of ACE and PDI. Note that we show the

values of the correlation coefficient for C345 andC45 for

HiFLOR along the y axis for convenience because

FLOR cannot simulate these hurricanes owing to its low

resolution. As expected, the shortest lead-month fore-

casts (L0) yield higher correlations, smaller NRMSEs,

and higher MSSSs than the longer lead months [lead

month 3 (L3) or L6] for most of the variables. In addi-

tion, both models show higher correlations in the NAT

than in the other two ocean basins. Most of the RCORs

forecasted from July initial conditions are statistically

significant at more than the 90% level for both HiFLOR

and FLOR, and some of them are even significant for

the forecasts initialized in April (Table 1). Overall,

HiFLOR shows skill comparable (or higher for some

variables) relative to FLOR in both the WNP and ENP.

On the other hand, HiFLOR shows higher correlations

with respect to the observations in the NAT than FLOR

formost of the variables.We also evaluated theNRMSE

(Figs. 2d–f) and MSSS (Figs. 2g–i), resulting in the same

conclusions as in the RCOR. We also preliminarily

TABLE 1. RCORs between observed and predicted TC activity for each initialization month. The metrics for TC activity are the

frequency of basin-total TC, HUR, C345, and C45 as well as basin-total ACE (ACE) and frequency of landfalling TCs in the Hawaiian

Islands (HI), United States (US), and Caribbean islands (CAR). Boldface number indicates that the RCOR is statistically significant at

more than the 90% level.

Category Model

Initial month (lead month)

Jul (0) Jun (1) May (2) Apr (3) Mar (4) Feb (5) Jan (6) Dec (7)

WNP

TC FLOR 10.13 10.30 20.03 10.36 10.26 10.12 10.19 10.32

HiFLOR 10.28 10.28 10.22

HUR FLOR 10.43 10.32 10.25 10.28 10.09 10.10 10.19 10.19

HiFLOR 10.37 10.17 10.10

C345 FLOR — — — — — — — —

HiFLOR 10.36 10.22 20.13

C45 FLOR — — — — — — — —

HiFLOR 10.48 10.36 20.04

ACE FLOR 10.61 10.65 10.49 10.45 10.29 10.19 10.17 10.11

HiFLOR 10.68 10.45 20.02

ENP

TC FLOR 10.62 10.64 10.62 10.37 10.15 10.01 10.05 20.02

HiFLOR 10.61 10.48 10.53

HUR FLOR 10.51 10.60 10.46 10.36 10.12 10.06 10.01 10.08

HiFLOR 10.52 10.38 10.23

C345 FLOR — — — — — — — —

HiFLOR 10.44 10.29 10.01

C45 FLOR — — — — — — — —

HiFLOR 10.45 10.18 20.14

ACE FLOR 10.66 10.67 10.66 10.49 10.28 20.01 10.12 20.04

HiFLOR 10.56 10.31 10.10

HI FLOR 10.33 10.28 10.54 10.31 10.19 10.23 20.03 10.12

HiFLOR 10.43 10.27 10.12

NAT

TC FLOR 10.69 10.66 10.38 10.28 10.23 10.24 10.15 10.10

HiFLOR 10.63 10.46 10.26

HUR FLOR 10.65 10.59 10.32 10.37 10.19 10.20 10.08 10.17

HiFLOR 10.69 10.41 10.16

C345 FLOR — — — — — — — —

HiFLOR 10.72 10.50 10.28

C45 FLOR — — — — — — — —

HiFLOR 10.69 10.46 10.46

ACE FLOR 10.69 10.70 10.46 10.37 10.28 10.29 10.27 10.24

HiFLOR 10.82 10.50 10.37

US FLOR 10.52 10.56 10.48 10.39 10.18 10.26 10.40 10.33

HiFLOR 10.43 10.63 10.17

CAR FLOR 10.49 10.48 10.29 10.21 10.08 10.17 10.12 10.08

HiFLOR 10.62 10.29 10.21
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evaluated the prediction skill for the shorter period

1990–2015, yielding the same conclusions (figure not

shown). For the shorter period, HiFLOR shows more

clearly the higher skill in predicting the variables over

the NAT than FLOR does.

Figure 3 shows time series of the frequency of TC,HUR,

C345, and C45 in the NAT from the observations and

HiFLOR/FLOR forecasts. Both models achieved high

correlation coefficients (0.63–0.69) between observations

and simulations initialized from July (i.e., L0) for NAT

TCs and hurricanes. This skill is comparable to previous

studies in which equivalent or higher correlations have

been already reported using a dynamical model for the

basin-total frequency of TCs and hurricanes (e.g., Chen

and Lin 2011). On the other hand, HiFLOR yielded a high

correlation coefficient value of 0.72 (0.69) for C345 (C45)

hurricanes in the NAT (Figs. 3c,f and Table 1). HiFLOR

also yielded statistically significant correlations for C345

and C45 hurricanes even for lead-month-3 and lead-

month-6 forecasts in the NAT (Table 1), highlighting

that skillful forecasts of C345 and C45 hurricanes are

feasible at least six months in advance.

Figure 4 shows the interannual variation of observed

and predicted ACE and PDI in the NAT. HiFLOR

exhibits high correlation coefficients of 0.82 and 0.79 for

ACE and PDI, respectively. This indicates that the

GFDL dynamical model has significant skill predicting

basin-total TC activity in the NAT.

As discussed before, HiFLOR generally shows com-

parable skill for most of the scores relative to FLOR in

the WNP and ENP, although there is some dependence

on the scores of interest. For the ENP, HiFLOR shows

higher skill in predicting TCs for all initial forecasts

except for the July initial forecast (Table 1). Moreover,

HiFLOR shows statistically significant correlations with

observations for C345 and C45 hurricanes in both the

FIG. 3. Frequency of (a) basin-total TC, (b) HUR, (c) C345, and (f) C45 in the NAT during July–November 1980–2015 for the ret-

rospective forecasts initialized in July usingHiFLOR. (d),(e) As in (a),(b), but for the retrospective forecasts using FLOR. The black lines

refer to the observed quantities, the green lines refer to the mean forecast value, and shading indicates the confidence intervals computed

by convolving interensemble spread based on the Poisson distribution. The black dot indicates the forecast value from each ensemble

member. The values of RCOR andRMSE in each panel indicate the rank correlation coefficient and root-mean-square error between the

black and green lines, respectively.
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WNP and ENP for the July initialized prediction (Table

1). These results highlight the practical use of HiFLOR

to predict the most intense hurricanes not only for the

NAT but also for the WNP and ENP.

b. Retrospective forecasts of regional TC activity

Predictions of regional TC activity are also in-

vestigated (Fig. 5). Both FLOR and HiFLOR show

significant skill in predicting TCs over the tropical NAT

and CPO (Figs. 5a,d), indicating potential predictability

for landfalling TCs over the Caribbean islands, the Gulf

of Mexico coast, and the Hawaiian Islands. For hurri-

canes (Figs. 5b,e), both models show significant skill for

the above-mentioned regions, although the regions

showing skillful predictions are slightly smaller than

those obtained for the prediction of TCs. In addition,

HiFLOR shows skill in predicting TC and hurricane

frequency of occurrence over the coastline of Japan,

Guam, the Hawaiian Islands, and the eastern coast of

the United States. Moreover, HiFLOR shows some skill

in predicting C345 and C45 hurricanes in the Caribbean

Sea, tropical central Atlantic, tropical eastern Pacific,

and tropical western Pacific, whereas FLOR cannot

simulate/predict C345 and C45 hurricanes owing to the

low horizontal resolution. These results highlight po-

tential use of HiFLOR (or FLOR) to predict regional

TC activity, especially for the most intense TC activity,

before the summer season.

Figure 6 shows observed and predicted landfall TCs

in the United States, Caribbean islands, and Hawaiian

Islands for HiFLOR and FLOR. Here, we define land-

fall TCs as those storms propagating within a 300-km

buffer zone from the coastline (see blue domains in

Fig. 6). We investigated the dependence of the skill

scores on the width of the buffer zone and found only a

small variation over the range (0–500 km), even though

the skill is the highest for the 300-km buffer. Both

models show marked skill in predicting landfall TCs for

these regions (correlation coefficients of 0.3–0.6) for the

lead-month-0 prediction. Even for the lead-month-3

predictions, HiFLOR shows skill (statistically significant

correlations of about 0.3–0.6) in predicting landfall TCs

over the United States and Caribbean islands (Table 1).

Overall, these results are very encouraging and provide

FIG. 4. (a) Basin-total ACE and (b) PDI in the NAT during July–November 1980–2015 for the retrospective

forecasts initialized in July usingHiFLOR. (c),(d)As in (a),(b), but for the retrospective forecasts using FLOR. The

black lines refer to the observed quantities, the green lines refer to the mean forecast value, and shading indicates

the confidence intervals computed by convolving interensemble spread based on the normal distribution. The

values of RCOR and RMSE in each panel indicate the rank correlation coefficient and root-mean-square error

between the black and green lines, respectively.
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empirical evidence to support the use of dynamical

models for prediction of regional TC activity as well as

basin-total TC activity.

c. Retrospective forecast of large-scale parameters

Through multidecadal SST-forcing experiments,

Vecchi et al. (2014), Jia et al. (2015), Krishnamurthy

et al. (2016), and M15 reported that the high-resolution

model improves the simulation of large-scale param-

eters relative to the low-resolution model, leading

to improved predictions of TC activity in the high-

resolution model. As shown in Figs. 2c, 2f, and 2i,

HiFLOR yields higher skill than FLOR in predicting

various NAT TC metrics, although the predictability of

TC activity in theWNP andENP aremostly comparable

between the models. To examine whether the higher

skill in the NAT by HiFLOR is obtained by the higher

skill in predicting large-scale parameters, we compare the

forecast skill in FLOR and HiFLOR in predicting large-

scale parameters. Here we consider four parameters

(see section 2c), which appear to be highly correlated to

the observed TC frequency for the NAT (correlation

map and selected domain are shown in Fig. 1).

Figure 7a compares the CORs between the observed

and predicted large-scale parameters in the key do-

mains by FLOR (x axis) and between observed and

predicted by HiFLOR (y axis). Most points are located

around the diagonal line, indicating similar skill

between HiFLOR and FLOR. HiFLOR even shows

lower skill than FLOR for some variables (e.g., SSTA;

Fig. 7a). Similar results are obtained using NRMSE

(Fig. 7b) and MSSS (Fig. 7c). In contrast to the previous

studies of SST-forcing experiments by Jia et al. (2015)

and M15, these results indicate that the improvements

in predicting TC activity in the NAT by HiFLOR

relative to FLOR is not directly related to the

FIG. 5. Skill of frequency of occurrence during July–November 1980–2015 for the retrospective forecasts initialized in July. Shading

indicates the retrospective rank correlation of predicted vs observed TC frequency of occurrence (18 3 18 grid box), masked at a two-sided

p5 0.1 level. Results are shown for (a) TCs, (b) HUR, (c) C345, and (f) C45, for HiFLOR. (d),(e) As in (a),(b), but for FLOR. Note that

the results for C345 andC45 for FLORare not shown owing to its inability to simulate C345 andC45 hurricanes.Gray shading in all panels

indicates that observed TC density is nonzero for at least 25% of years (i.e., 9 years).
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improvements in prediction of the large-scale parame-

ters. We hypothesize that the difference in the pre-

diction skill in TC activity between HIFLOR and

FLOR in the NAT may be due to the difference in the

simulation of TCs themselves and the response of TC

climatology to the same large-scale conditions. On the

other hand, we also compare the prediction skill be-

tween FLOR and GFDL CM2.1 (Figs. 7d–f). FLOR

shows higher skill in predicting most of the large-scale

parameters than GFDL CM2.1. The difference be-

tween GFDL CM2.1 and FLOR is mainly the hori-

zontal resolution in the atmospheric component (i.e.,

GFDL CM2.1: 250 km; FLOR: 60 km). It is not clear

why HiFLOR has comparable skill in simulating

large-scale parameters to FLOR, whereas FLOR has

better skill than GFDL CM2.1 in simulating large-

scale parameters, although the model differences are

mainly horizontal resolution in atmospheric compo-

nent for those cases. Further investigations are needed

to address this question.

4. Summary

In this study, we have evaluated the retrospective

seasonal forecasts of TC activity during the boreal

summer (July–November) for the period 1980–2015 by

the GFDL high-resolution coupled climate model

(HiFLOR) and compared this to the skill in the

moderate-resolution version of FLOR. HiFLOR yielded

skill comparable to or higher than FLOR inpredicting TC

FIG. 6. As in Fig. 3, but for landfalling TC frequency for the (a),(b) United States; (c),(d) Caribbean islands; and

(e),(f) Hawaiian Islands, for (left) HiFLOR and (right) FLOR.
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activity in the NAT and comparable skill in theWNP and

ENP. Both models show high correlation coefficients

(0.63–0.69) between observed and simulated TC activity

initialized from July (i.e., lead month 0) in the NAT.

Moreover, HiFLOR obtained a high correlation co-

efficient of 0.72 (0.69) for C345 (C45) hurricanes; this is

the first time that a dynamical model shows such a high

correlation for the most intense hurricanes through sea-

sonal forecasting. Even the lead-month-3 and lead-

month-6 forecasts show statistically significant skill in

predictingC345 andC45 hurricanes in theNAT.HiFLOR

also showed high correlation coefficients (0.82 and

0.79) in predicting ACE and PDI in the NAT. These

encouraging results indicate that the GFDL’s dynamical

model has significant skill in forecasting basin-total TC

activity a few months in advance. The skill in predicting

key large-scale parameters for NAT TC genesis using

FLOR andHiFLOR are comparable, indicating that the

improved skill of predicting TC activity in the NAT by

HiFLOR relative to FLOR is obtained not by improving

the predictions of large-scale conditions but likely by

improving predictions of the relationship of TCs to large-

scale climate.

We also examined the predictability of regional TC

activity. HiFLOR and FLOR show significant skill in

predicting TCs over the tropical NAT, the tropical

FIG. 7. (a) Scatterplot of COR between HiFLOR prediction and observations (y axis) and FLOR prediction and

observations (x axis). A COR above the diagonal lines indicates that HiFLOR shows higher correlation than

FLOR. (b),(c) As in (a), but for NRMSE andMSSS, respectively. AnNRMSE (MSSS) below (above) the diagonal

lines indicates thatHiFLOR shows higher skill than FLOR.Variables evaluated areF500,Wshear, SSTA, andRH600.

Different colors indicate different lead months. (d)–(f) As in (a)–(c), but for comparisons between FLOR (y axis)

and GFDL CM2.1 (x axis).
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CPO, and the tropical WNP. Both models show

marked skill in predicting landfall TCs for the U.S.

coastal regions, Caribbean islands, and Hawaiian Is-

lands (correlation coefficients of 0.3–0.6 for July ini-

tialized forecasts). Moreover, HiFLOR shows some

skill in predicting C345 and C45 hurricanes in the

Caribbean Sea, tropical ENP, and WNP, while FLOR

cannot simulate/predict C345 and C45 hurricanes ow-

ing to the low horizontal resolution. These results

highlight the potential use of HiFLOR to predict re-

gional TC activity, especially high-intensity storms,

before the onset of the summer season.
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